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The imperative of evidence-based practices (EBP) governs the implementation of many public and private sector innovations. It follows that decision makers in the field of criminal justice should require that interventions be empirically tested and found to be effective prior to implementation. Additionally, the EBP mandate affords opportunities for non-tested practices to be piloted and tested under the auspices of the agency considering its use. Although some of the corrections EBP research is now more than 25 years old, it set forward several research-based principles (e.g., the principles of effective intervention; Andrews & Bonta, 1994) that are fervently followed and pertain to a wide array of correctional interventions and practices now in use throughout the world.

In the 1990s, a number of qualitative and quantitative studies called attention to important differences between male and female offenders. Evidence showed that women and girls had much higher incidences of trauma and mental health needs than men and boys. Women and girls were more likely to be involved in dysfunctional relationships, poverty, and unsafe environments, and to be single parents. Substance abuse, which characterized the majority of female offenders, was likely to be intertwined with problems associated with mental health and trauma (Bloom, Owen, & Covington, 2003). In time, gender responsive assessments and programs were developed to identify and address these needs.

The EBP mandate required evidence of the effectiveness of these gender responsive assessments and programs; yet, at the time, nearly all of the research was being conducted on men. Many felt that the overwhelming evidence garnered from studies of men and boys meant that the tested programs would apply to women as well, even though they had not been sufficiently tested on women. At the same time, emerging gender responsive approaches were rejected by some, because they had not been sufficiently researched.

More recent research now offers empirical support of the effectiveness of programs designed specifically for women, such as Seeking Safety (Najavits, Gallop, & Weiss, 2006; Najavits, Weiss, Shaw, & Muenz, 1998), Moving On (Duwe & Clark, 2015; Gehring, Van Voorhis, & Bell, 2010), Helping Women Recover (Messina, Grelle, Cartier, & Torres, 2010), Beyond Violence (Kubiak, Fedock, Bybee, & Kim, in press; Messina, 2014; Messina, Braithwaite, Calhoun, & Kubiak, 2016), and at least two parenting programs (Grelle, 2009; Olds et al., 2004). The Women’s Risk/Needs Assessment (WRNA) has been validated in several probation (Van Voorhis, Bauman, & Bruschette, 2013a), pre-release (Van Voorhis, Bauman, & Bruschette, 2012), and prison sites (Van Voorhis, Bauman, & Bruschette, 2013b) (see also Van Voorhis, Wright, Salisbury, & Bauman, 2010). Moreover, a recent meta-analysis found that high fidelity women’s programs are not only effective but they are more effective for women than high fidelity, gender neutral programs (Gobeil, Blanchette, & Stewart, 2016).
Purpose of this Monograph

Even with evidence to support the effectiveness of gender responsive programs, it is still necessary to be good consumers and supporters of research. This monograph underscores the need for policymakers and practitioners to understand the fundamentals of research in order to guide their work with justice involved women. This means being informed about existing research (i.e., findings from both gender neutral and gender responsive research) and understanding how studies are conducted (e.g. sample sizes, research designs, outcome measures). It also means being astute designers of studies they wish to conduct within their own agencies and ensuring – through the collection and evaluation of their own data – that policies, programs, and practices (i.e., the use of assessments) are being implemented with fidelity and achieving their intended outcomes.

This monograph is organized into four sections that discuss the four main types of studies that pertain to gender responsive approaches. Each type of study contributes a distinct form of evidence. Similarly, each type of study addresses some scientific questions but not others.

- **Qualitative population profiles**: Early studies that provided information about the characteristics and needs of female offenders.
- **Risk assessment or prediction studies**: Studies involving the construction of risk/needs assessments such as the Women’s Risk/Needs Assessment (WRNA) (Van Voorhis et al., 2010) that identified the needs that are statistically correlated with recidivism for women.
- **Evaluation studies**: Studies of correctional interventions designed to treat and ameliorate a variety of offender needs. The fundamental question addressed by these studies is whether the intervention effectively addressed or stabilized a problem and, if so, if the improvement led to reductions in recidivism.
- **Meta-analyses**: Studies that combine the findings from many independent studies. Because of an historical lack of women-only studies, meta-analyses of gender responsive studies have only just begun as an increasing number of rigorous gender responsive studies become available (see Gobeil et al., 2016).

Each of these four sections includes a short discussion of the importance of the research, including the benefits, contributions, limitations, and controversies; a description of how such studies are designed and conducted; and a guide highlighting the salient points of which consumers of gender responsive research should be aware.

Profiles of Women Offenders Resulting from Qualitative Research

The first credible glimpses into the nature of female offending were provided by feminist scholars who conducted in-depth, open-ended or semi-structured interviews with justice involved women and girls (e.g., Bloom, 1996; Chesney-Lind, 1997; Chesney-Lind & Sheldon, 1992; Daly, 1992; Owen, 1998; Richie, 1996). These revealed rich life stories of female delinquents and justice involved women. After listening to their stories and following the

---

**Qualitative research** refers to a research methodology that is used primarily for exploratory purposes. Data are collected through unstructured or semi-structured methods, often involving participant observation, focus groups, or interviews. Sample sizes are often small.

Qualitative studies, unlike quantitative studies, do not involve statistical analyses. The observation and questioning strategies used in qualitative studies afford an opportunity to learn about relationships, motivations, trends, and other complex processes and their various interactions. Qualitative studies often generate hypotheses for quantitative studies.
rigorous rules of **qualitative research**, these scholars identified repeated themes that they then used to differentiate between types of female offenders. The girls’ and women’s narratives often told of “pathways” to delinquent or criminal involvement; they often related how one tragedy (e.g., abuse) led to another (e.g., mental health problems) that led to the need to self-medicate (i.e., substance abuse) that led to being arrested for substance abuse related crimes. Other themes and pathways were observed, but it gradually became fairly clear that the narratives of female offenders were quite different than those of males.

On a political level, since the early authors were feminist, they were subject to rejection by those who rejected the feminist movement. Other criticisms faulted their choice of methodology: the authors of these studies provided few statistical analyses. The critics of qualitative research observed that the samples were too small and therefore could not adequately represent the broader population of female offenders. For example, in early editions of their highly regarded textbook *The Psychology of Criminal Conduct*, Andrews and Bonta (1994) ranked study methodologies according to their rigor and to the faith one could place in the veracity of their findings. Qualitative research was relegated to the lowest rung on the hierarchy of research methodologies. Furthermore, in early editions of their textbook, Andrews and Bonta suggested that female scholars were placing a feminist lens on their observations and therefore lacked objectivity.

**A Consumer’s Guide to Qualitative Research**

- **Contrary to the criticism stated above, qualitative research is a valid, scientifically rigorous approach.** Qualitative researchers must: 1) follow certain guidelines to ensure that their samples adequately represent the populations of individuals that are the subject of their studies; 2) use various techniques (e.g., additional reviewers, consensus reviews) to ensure that their findings are reliable (i.e., that other researchers would interpret the findings in a similar manner); and 3) follow scientific guidelines for identifying themes to guard against criticisms that their observations are biased by their personal world views (see Silverman, 2010).

- **Exploratory, qualitative research is essential, especially when there is limited existing knowledge.** This was the case in the 1980s and 1990s, when many of these initial studies emerged; very little research had been conducted on female offenders before that time. In the absence of sufficient knowledge, open-ended interviews provide an excellent way to collect information on the unknown, to seek additional information when observations need further explanation, and to expose fine nuances and complex interactions among influencing factors.

- **Qualitative research can unearth issues that can later be researched quantitatively.** In most studies, issues emerge that cannot be answered by the data available to the researcher. In fact, good studies generate unanticipated questions. The studies cited above, for example, identified women’s needs pertaining to abuse, mental
health, dysfunctional relationships, poverty, health, and child rearing. Some women also evidenced needs typical of male offenders, such as antisocial peers. However, precise questions about prevalence, or the percentage of the female offender population affected by these needs, could not be answered in the qualitative studies. Similarly, qualitative studies could not show whether identified needs were risk factors, and whether treatment could ameliorate them. These questions awaited longitudinal data, and prediction and evaluation research (see Sections 2 and 3).

- **Quantitative studies later supported the results of these earlier qualitative studies of women.** For example, subsequent quantitative surveys found high proportions of women offenders suffering from mental illness, abuse, poverty, dysfunctional relationships, and parental stress. Other studies showed that these prevalences were significantly greater among women than men (see Salisbury & Van Voorhis, 2009 and Van Voorhis et al., 2010 for reviews). Using various statistical clustering and path analysis techniques, studies quantitatively replicated some of the pathways (Brennan, Breitenbach, Dieterich, Salibury, & Van Voorhis, 2012) and showed that they were statistically and significantly related to later offense-related outcomes (McClellan, Farabee, & Crouch, 1997; Salisbury & Van Voorhis, 2009). Additionally, the prediction research discussed below later found most of the gender responsive needs identified in the qualitative studies to be predictive of prison misconducts and future offending (Van Voorhis et al., 2010).

**Prediction Studies: The Creation of Gender Responsive Risk/Needs Assessments**

The findings of prediction studies have changed the face of correctional practice. Prediction research resulted in assessments used to classify justice involved individuals according to their risk (high, medium, or low) of incurring offense-related outcomes such as pretrial failure, new offenses, prison misconducts, and failure to abide by the conditions of community supervision. Knowledge of risk then determined levels of community supervision, security of prison living situations, and identified those offenders most in need of treatment resources and other services.

Prediction studies are quantitative: they involve numbers and structured information-gathering procedures (e.g., forced choice surveys/interviews, reviews of offender records). The research typically takes place over a minimum of two time periods:

- **Time period 1:** Data for the variables that represent the predictors is obtained. Prior to collecting this information, researchers must construct data collection tools or computer programs that will record information on the predictor variables for each offender. The researchers’ knowledge of criminological research determines the predictors to include in the study.

- **Time period 2:** Data is collected pertaining to whether the individual actually committed the offense-related behaviors that the research is designed to predict (e.g., new offenses, violations of the terms of correctional or court supervision, or prison misconducts).

Time must elapse between the collection of the predictors in time period 1 and the outcome variables in time period 2. The time usually ranges from 6 months to 3 years.

When all of the data have been collected, coded, and prepared, statistical analyses are conducted in
order to determine which of the potential predictors are, in fact, significantly related to the offense-related outcomes. The analyses produce measures of association, most often correlation coefficients or odds ratios (OR), which show how strongly a variable impacts the outcome behavior. For example, for women offenders, the likelihood of recidivism increases as scores on an anger scale increase. This typically produces a positive correlation between the anger scale and the recidivism measure. Negative correlations may also occur, as when increases in a scale reduce the likelihood of the offense-related outcome. For example, increases in certain forms of family support tend to reduce the likelihood that an inmate will incur serious prison misconducts. The research produces a second statistic that shows whether the correlation coefficient or odds ratio is statistically significant. Regardless of the size of the statistical measure of association, no confidence can be placed in it if statistical significance is not found.

The final risk scale is a single measure formed by combining all significant predictors of the outcome variable. When that scale is formed, it too is correlated with the outcome variables, and measures of the strength of the association and its significance are computed. At this point, a measure of the area under the curve (AOC) should also be calculated.

The task of constructing a risk assessment (or prediction tool) involves construction validation research and a round of revalidation studies. It is essential to revalidate the tool on different samples and settings. At some point in time, a researcher may decide to revise an assessment; when this is done, the revised assessment should also be revalidated.

In corrections, early prediction, or risk assessment, instruments were constructed using demographic measures (e.g., age), criminal history, and prior offense measures. Such static instruments could classify offenders into high, medium, and low risk categories, but they could not be used to assess needs (see Van Voorhis & Salisbury, 2014). Examples of such tools included the U.S. Parole Commission’s Salient Factor Score (Hoffman, 1994) and a host of other correctional custody classification tools.

With the advent of the Level of Service Inventory-Revised (LSI-R; Andrews & Bonta, 1995) and the Northpointe COMPAS (Brennan, Dieterich, & Oliver, 2006), needs that were predictive of future offending were also included in the risk assessment scales. The new tools were referred to as dynamic risk/needs assessments. These tools performed one of the same functions as the earlier tools—they still classified justice involved

“Measure of association” is a broad term encompassing all statistical coefficients that portray how strongly a measure of interest (e.g., a predictor) is associated with the outcome of interest.

Correlation coefficients show the results of an analysis that associates a causal variable (e.g., total scores on a risk assessment) with an outcome of interest (e.g., number of prison disciplinary infractions).

An odds ratio (OR) is a measure of association between an exposure to something (e.g., participation in a correctional treatment program) and an outcome (e.g., whether a new arrest occurred within a two year timeframe).

“Statistical significance” refers to whether we can put any faith in the reported measures of association. Without sufficient statistical significance, we would conclude that the measure of association occurred by chance and does not reflect a true association.

Area under the curve (AOC) is the “hit rate” or extent to which a prediction tool correctly identifies the individuals who (in this case) recidivate and those who do not recidivate.
individuals as high, medium, and low risk. However, they also served as needs assessments: each of the needs included in the risk scale had its own score. Therefore, practitioners could determine an individual’s risk score and then identify the needs that contributed to that score. High risk offenders could be supervised more intensively and given high priority to attend programs targeted to those needs that received high scores. The second advantage of these assessments was that scores could change over time. For example, an offender completing high school, or found to have achieved abstinence as a result of substance abuse treatment, would score lower on a new assessment. The early static and dynamic risk/needs assessments were constructed on samples of male offenders and later revalidated on samples of female offenders and are referred to as gender neutral assessments.

Assessments specific to women offenders were developed in the late 1990s and included specific needs that were found to be predictive for women offenders. The additional predictors included mental health, anger, dysfunctional relationships, abuse and trauma, safety, and parental stress, and strengths pertaining to self-efficacy, family support, parental investment, and educational assets. The earlier gender neutral dynamic risk/needs assessments were predictive for women, but the new gender responsive tools proved to be more predictive in most of the samples studied (Van Voorhis et al., 2010; Van Voorhis et al., 2012; Van Voorhis et al., 2013a; Van Voorhis et al., 2013b).

A Consumer’s Guide to Prediction and Risk Assessment Research

- Assessments should only be used on individuals similar to those who were studied in the original construction and revalidation research. The characteristics of the research samples determine for whom the assessment is appropriate. For example, if an assessment is created and validated on samples of men, it should be used on men, and not on women or juveniles. This is a well-known principle of research, called external validity, but it is often violated in the field of corrections. For example, most custody classification assessments were developed and revalidated on men and applied to women with little research; when they finally were validated on women, it was clear that they were less valid for women than for men (Hardyman & Van Voorhis, 2004). When gender neutral, dynamic risk/needs assessments were validated on women, they were found to be predictive/valid for women (see Smith, Cullen, & Latessa, 2009), but newer gender responsive assessments proved to be even more predictive (Van Voorhis et al., 2010).
- Repeated references to the validity of male-based assessment tools for women should not be used to refute new gender responsive assessments for women. The original gender neutral assessments were created for men and only later validated for women. The findings that the male-based, gender neutral assessments are valid for women should not be taken to mean that improvements are not warranted. The comparison is “apples” to “oranges,” because the earlier validation studies, though finally conducted on women, did not study the additional gender responsive variables.
- The practical uses of the assessment should closely follow the research. The construction and validation research also determines the applications of an assessment. If an assessment is validated on a probation sample, for example, it should not be used on a pretrial or prison sample unless it is validated on such samples. If a custody classification tool is validated on a prison sample to predict prison misconduct, it should not be used to make prison release decisions unless

External validity refers to the generalizability of research findings to individuals who are similar to those who have been studied. A study is not externally valid for groups it did not study.
research validates whether the classification tool predicts community recidivism (most custody assessments do not; Hardyman & Van Voorhis, 2004). Perhaps the misapplication that creates the most apprehension for researchers is the use of a risk/needs assessment tool to make a sentencing decision regarding prison or probation, since most assessment validation studies are conducted on samples that have already been placed in a correctional option—prison, probation, or parole.

- The failure of an assessment to predict the outcomes during revalidation research does not always implicate the assessment. There are several alternative explanations that should be ruled out first:

  o The assessment may have been administered incorrectly, for example, when an assessment requiring an interview is completed in a group setting or through record data, or is administered by an untrained interviewer.

  o Poor validity (a failure to predict) may also implicate the outcome variable. When jurisdictions lose control of the quality of recidivism measures, it is highly likely that an assessment found in earlier research to be valid will be found to be invalid in a later study.

  o Sometimes valid assessments can appear invalid when the assessment is followed by the effective treatment of risk/need factors before these factors are themselves validated. This can occur when the treatment of risk factors changes them, and by the time the offense data is collected, the original risk measures may no longer validly describe the treated individual. In such cases, a post treatment assessment is the one that should be revalidated.

- Assessments don’t do well at predicting the occurrence of extremely rare events or extremely frequent events. If base rates of such events are extremely low, it will be more accurate to predict that the event will never occur than to devise a prediction scale to perform the prediction. This fact of science often frustrates the construction of risk assessments to comply with the Prison Rape Elimination Act (PREA) as well as the construction of violence prediction tools.

- Beware of the vested interests in the assessment industry. The costs of using off-the-shelf risk/needs instruments vary from minimal (e.g., training, software, and photocopying) to extremely high (e.g., training, software, ongoing royalties, and software fees). Scientifically sound assessments should provide the means for other researchers to replicate the research. Moreover, an assessment should never be purchased without the examination of validation research available in published articles, test manuals, or elsewhere.

- Further research is needed to determine whether dynamic risk/needs assessments identify more high risk offenders than static assessments relying only upon criminal history measures; some studies suggest that dynamic risk/needs assessments over assess risk (Austin, 2006; Caudy, Durso, & Taxman, 2013). Typically, the overlap between the two is very high—that is, the high risk offender, as identified by the static instrument, also is highly likely to be high risk on a dynamic/risk needs instrument.

- Some maintain that all of the risk/need measures on an assessment should predict all of the time (Austin, 2006; Caudy et al., 2013). This assertion ignores sample variations that affect all assessment studies. In fact, correctional samples show a good deal of variation, especially on measures of needs. The predictive validity of individual scales across individual studies can vary by: 1) how much treatment is received prior to the assessment; 2) sentencing strategies (e.g., “get tough” versus the use of alternative sentences); 3) how troubled a population is; and 4) demographic variations across correctional populations and
geographic areas. Just the same, the total of the risk/needs factors should predict regardless of sample. Moreover, the variation across studies should not impact meta-analyses because they are designed to “smooth out” sample variations.

- The research on women’s risk/needs assessments should not be faulted for not having male comparison groups. In truth, focused attention on specific populations is far from rare in science, and we are all beneficiaries of that fact. The absence of a comparison group in prediction or epidemiological studies is not the same fatal flaw that it is in evaluation research (see Section 3, below). It is true that a new wave of research should examine male offender populations for the impact of trauma, mental health, relationship dysfunction, abuse, and safety issues on their recidivism. It is also true that we should not create a new external validity problem by applying the gender responsive variables to men without appropriate research. But both issues can be addressed through new research, and both suggestions do not imply that it was wrong to study women apart from men.

### Evaluation Studies: Do Gender Responsive Programs Work to Reduce Recidivism?

In the age of evidence-based practices, it is very difficult to advocate for programs that have not been evaluated and found to be effective through controlled studies. “Controlled studies” are also referred to as “experimental studies.” In these studies, there is an experimental group, which receives treatment, and at least one comparison group (also called a control group) which does not receive treatment. It is hoped that those in the experimental group have better outcomes than those in the comparison group. In Figure 1—a hypothetical example—a group of female offenders who participated in a cognitive behavioral program (i.e., the experimental group) had a two-year recidivism rate that was 30 percent lower than that of a similar group of female offenders who did not participate in the cognitive behavioral program (i.e., the comparison group).

**Controlled studies involve an experimental group (a group receiving some type of treatment) and a comparison group of similar individuals who do not receive the treatment. Controlled studies are also referred to as “experimental studies.”**

Reductions in the recidivism rate (for the experimental group vs. the control group) is the sought after outcome of interest; however, researchers sometimes examine the experimental program’s effect on intermediate outcomes, or changes that occur at the immediate conclusion of program participation (e.g., see Kubiak, Kim, Fedock & Bybee, 2012; Najavits, Weiss, Shaw, & Muenz, 1998). A number of the evaluations of gender responsive programs, for example, examine the program’s impact on anxiety or depression at the conclusion of the program, as improvements in such mental health attributes are assumed to foreshadow reductions in recidivism.

![Figure 1: Recidivism Rate for Hypothetical Experimental and Comparison Groups 24 Months Following Program Completion](image-url)
Evaluation studies require researchers to set forward a research plan that determines criteria for selecting participants. Decisions must be made about how the experimental and comparison groups will be formed (e.g., through **random assignment**, **matched comparison groups**, **ad hoc comparison groups**, or **propensity score matching**). Typically, all data collection documents and procedures must be designed in advance. As participants enter a program, data pertaining to their background and perhaps their scores on pretest measures of the treatment targets are collected. Program **process measures** are collected while participants attend the program. At program completion, the researchers may administer surveys or assessments of intermediate outcomes (e.g., reading level, self-efficacy, anxiety, problem solving) to determine whether changes were seen as a result of treatment. As with prediction studies, the collection of recidivism data takes place after a period of time elapses—6 months to 3 years, perhaps.

The final study results will focus on showing whether the intervention reduced recidivism (i.e., whether being in the comparison group or the experimental group made a difference). However results can be presented in a myriad of ways. Results can be expressed as the percent recidivism for each group, which can be shown in a bar graph such as the one in Figure 1. Results can also be expressed using a correlation statistic. In this case, the higher the correlation value, the stronger the effect the program had in reducing recidivism. Good results usually surpass .20; best results may surpass .30, but this is rarer. A correlation of .00 means that the program had no effect. A coefficient with a minus value usually means that the comparison group had better results than the experimental group—in other words, that the comparison group had a lower recidivism rate than the experimental group.

Regardless of how the results are presented, readers should also see a probability value showing whether the results were statistically significant. The issue here is not the strength of the relationship but whether, according to the rules of probability, we can place much faith in the results.

When outcomes are intended to measure the differences between test scores, rather than simply answering yes or no to the question of whether recidivism was reduced, **t-tests** or **analysis of variance** statistics may be used. Readers will be able to observe the different mean scores and will be informed about whether the differences are statistically significant.
A Consumer’s Guide to Evaluation Studies of Gender Responsive Programs

• **Conduct more research on gender responsive programs.** Although gender responsive programs have sometimes been unfairly criticized, it is nevertheless very true that more studies are needed.

• **Program evaluations should not begin until the program has been piloted for a period of time and determined to be running with fidelity to the program design.** Beginning evaluation studies too soon, before all procedures for quality assurance are in place, can make good programs look bad. For example, outcome studies of the Beyond Violence program (Covington, 2013) were preceded by in depth process evaluations of the program’s fidelity and feasibility.

• **An evaluation study must have a control or comparison group.** There are many reports of interventions that describe a program or policy, but they are just that—descriptions that give us no basis for knowing whether the results are directly related to the intervention. These cannot be considered to be tests of the intervention unless there is a comparison group.

• **The characteristics of the comparison group should be as similar as possible to those of the experimental group.** This is achieved through the use of random assignment, matched comparison groups, ad hoc comparison groups, or propensity score matching.

• **The failure of an experimental program to reduce recidivism does not always implicate the experimental program.** There are alternative explanations that should be ruled out first:
  - Determine if the program was implemented with fidelity. Correctional programs take place in turbulent environments that can mar the quality of well-designed programs. When program integrity fails, the evaluation likely will show that the program had no effect in reducing recidivism. In this way, poor program quality can make a good program look ineffective. Measuring program quality (through process measures) and reporting whether the program was delivered as it was supposed to may help explain the program’s poor outcomes. In studies where a program is implemented in multiple sites, researchers can reanalyze the data by separating sites where the program was implemented with high fidelity from sites where the program was implemented with low fidelity. In doing so, it is not unusual to find that sites where a program was implemented with high fidelity have better results than a site where the program was implemented with low fidelity.
  - Determine if the “wrong” individuals were admitted to the program. Most programs are designed for individuals with specific needs and should not be expected to work with individuals who do not have those needs (e.g., as when a parenting program is administered to a woman who has no children). Often, this error involves admitting low risk individuals into programs designed for high risk individuals. Researchers may admit the “wrong” individuals into a program because admission procedures are constrained by court requirements or the need to show program utilization, but doing so may mar or mask evaluation results. In such cases, good outcomes for appropriate program participants may be cancelled out by bad outcomes achieved by inappropriate participants. In such cases, separate analyses
can be conducted for each group in order to gain a more accurate understanding of the program effects.

A simple analysis of a program’s effect on recidivism may raise more questions than it answers. Although a presentation of the outcomes for all participants is required, additional analyses should provide enough information to show what worked and what did not work. Enough information should be available to show how the program might be replicated and what shortcomings should be avoided in future uses of the program.

The State of the Art of Gender Responsive Approaches as Depicted in Meta-analysis

The statistical technique known as meta-analysis contributed significantly to the evolution of evidence-based practice. “Meta-analyses” can be defined as “studies of the studies.” They use methodologically rigorous strategies to statistically synthesize findings from numerous experimental studies. Researchers assemble all available controlled studies of a specific intervention—cognitive behavioral programs, for example—and then calculate a summary “effect size” statistic that shows how effective the intervention is across studies. More confidence can be placed in the results of a synthesis of studies than the results of a single study or the results of a simple tally of outcomes across studies (e.g., vote counting). Meta-analyses show the effect size using a number or statistical values, including various correlation coefficients or odds ratios, or confidence intervals.

Studies may be coded in several ways, for example, according to:

- their characteristics (e.g., published vs. unpublished)
- the setting (e.g., community vs. institution)
- program characteristics (e.g., group size)
- characteristics of the study participants (e.g., proportion of medium to high risk subjects).

Meta-analysis is a statistical technique for combining the results of numerous independent controlled studies. The combined effect size gives a truer picture of actual outcomes and smooths out differences between studies.

In reporting the results, the researcher can then partition findings according to these various attributes, for example, the effect size for the entire sample versus the effect size for high risk offenders. Of course, the researcher cannot account for any attributes that are not discussed in the individual studies; this places some limits on how detailed the meta-analysis can be.

The ability to evaluate program qualities for their impact on participant outcomes led to efforts to more finely isolate the program attributes that separate effective programs from ineffective ones. These in turn led to program assessment tools such as the Correctional Program Assessment Inventory (CPAI 2000; Gendreau & Andrews, 2001) and the Correctional Program Checklist (CPC; University of Cincinnati Corrections Institute, 2006). Authors relied on more research than the meta-analyses alone in constructing these tools, but the meta-analyses were highly influential. These early program assessments have been validated; programs scoring higher on the assessments are more likely to have better participant outcomes than those receiving low scores. Again, however, the assessment tools are based largely on studies of male offenders.

The classic meta-analyses in corrections (e.g., Andrews et al., 1990; Lipsey, 1992) were published in the early 1990s and are now approximately 20 to 25 years old. Even so, they ushered in the evidence-based movement in corrections and created incontrovertible support for the effectiveness of correction treatment in comparison to other correctional paradigms such as deterrence, incapacitation, or punishment. Unfortunately these early meta-analyses were based primarily on studies...
of male offender populations, because there were so few evaluations involving women participants.

In order to be included in a meta-analysis, several studies of the program or similar programs must exist. Programs that are too new to have been evaluated or to have been evaluated several times cannot be included. To date, this has been the case with most gender responsive programs; however, the situation is changing with the emergence of new research (e.g., Gobeil, Blanchette, & Stewart, 2016).

A Consumer’s Guide to Understanding the Relevance of Meta-analyses

Meta-analyses are considered the “gold standard” of EBP; however, they should be scrutinized for the following issues:

- **Some meta-analyses may be affected by sampling biases; that is, their findings may be affected by the choice of studies included in the research.** If a meta-analysis is restricted to only published studies, for example, most of the studies will be those that showed the intervention to be effective. Studies that produce insignificant findings are often not submitted for publication. Similarly, good meta-analyses use studies found in various sources rather than ones found in a single source (e.g., a single journal).

- **Coding biases may occur when documenting study and program characteristics.** Definitions for how a study should be coded should be agreed upon in advance. The meta-analysis should describe the procedures for ensuring the reliability of the codes.

- **The fact that a gender responsive program is not studied in a meta-analysis should not be the basis for excluding the program from implementation.** If only those programs studied in meta-analyses were implemented, the field of corrections would not benefit from the vital interventions discovered in single, well executed, experimental studies, just as the field of medicine would not benefit from the findings of a single, well executed experimental study of a new cancer treatment until it had amassed enough additional studies to be included in a meta-analysis.

- **Don’t look to older meta-analyses for evidentiary support for the implementation of new programs.** If the program could not have been included in the meta-analysis, the meta-analysis is irrelevant to the task of providing evidentiary support. It would be appropriate in such cases to look for single studies instead. These studies appear in journal articles and in program and assessment websites. Government databases such as the Substance Abuse and Mental Health Services Administration’s (SAMHSA) National Registry of Evidence-Based Programs and Practices (NREPP; www.samsha.gov/nrepp) or the Office of Justice Programs’ (OJP) Crimesolutions.gov are excellent resources in this regard. These websites provide ratings of the quality or rigor of each study. The Washington State Institute for Public Policy is another resource that tracks a wide variety of programs according to cost effectiveness (www.wsipp.wa.gov), including many gender responsive programs.

- **Program assessment tools that are based on studies of male offenders are not relevant to gender responsive programs.** Such program assessments place the wrong template on gender responsive programs and do not account for the importance of trauma programs, parenting classes, healthy relationship classes, and gender responsive substance abuse treatment for women. Although they are in an early stage of development, several alternative gender responsive program assessment tools exist. These include the Gender Informed Practice Assessment (GIPA; Center for Effective Public Policy, 2010) and a self-administered tool called the Gender-Responsive Policy and Practice Assessment (Bloom, Covington, Messina, Owen & Selvagi, 2014)—both supported by the National Institute of Corrections—as well as the Gender-Responsive Community Programs Inventory (Van Voorhis, 2015).
• **Agencies should continue to conduct their own controlled studies.** This may involve placing faith in an untested program for the period of time needed to pilot and evaluate the program, but the end result could be an evidence-based option. In the case of gender responsive programs, this would be far from a leap of faith since most gender responsive approaches use modalities that have been proven effective in other disciplines, such as psychology, mental health, medicine, education, and social work (see Bloom et al., 2003).

**Conclusion: Being an Educated Consumer of Research to Ensure that Gender Responsive Programs Are Evidence-Based**

Clearly, the volume of evidence supportive of gender responsive approaches is growing. In this regard, the importance of Gobeil and colleagues’ 2016 meta-analysis cannot be overstated. Critics may wish to argue that the male-based, meta-analytic studies contain more studies and benefit from more years of replicated research; however, as the number of gender responsive studies increases, the results are becoming irrefutable: gender responsive approaches do make a difference in terms of improving outcomes for justice involved women. Nonetheless, it is imperative to garner additional evidence to support gender responsive approaches; further studies are required.

Consumers should also beware of adopting/purchasing programs or assessments from vendors who claim to be evidence-based but who do not produce evidence (or whose evidence actually reflects the results of tests conducted on similar programs or assessments). Vendors of programs and assessments that are truly evidence-based often post validation or controlled tests on their websites. When these are not available, it would be wise to contact the vendor.

What if a decision maker sees the value in a practice but cannot locate evidence? This was, after all, the state of science at the very beginning of the move to gender responsive programming, and it may still pertain to some types of policy and programmatic choices. In these circumstances, agencies should be encouraged to conduct their own evaluations. These evaluations can be done through partnerships with universities or research firms, or by developing internal research capabilities. However, two precautions are recommended:

• The approach should be based in psychological, educational, or mental health theory or practice. To their credit, most gender responsive approaches are.

• The program should be piloted for a period of time, allowing the opportunity for start-up problems to be resolved and for participants to implement the program with fidelity (see Kubiak et al., 2014).

While a program may not be considered evidence-based at the beginning of the research study, it may be by the end. Moreover, such studies build agency capacities in ways that extend beyond the evaluation itself. Evaluations provide information on agency processes and many show how these attributes can affect participant outcomes and organizational functioning. Such evidence can then begin to inform organizational development and decision making. In short, a study seeking evidence on a particular program could lead to an evidence-based organization.

As with most public sector endeavors, gender responsive programs and services will continue to require supporting, empirical evidence. Decision makers must become increasingly adept at assembling evidence needed to advocate for these interventions. This will require that they be well read and knowledgeable of available research, astute consumers of packaged programs, and informed designers of research they may need to conduct in their own agencies. It is hoped that this monograph offers initial support to these ongoing initiatives to help practitioners achieve better outcomes for justice involved women.
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Additional Resources
National Institute of Corrections, Women Offenders (topic page): http://nicic.gov/womenoffenders

National institute of Corrections Library: http://nicic.gov/library/

National Resource Center on Justice Involved Women, Resources: http://cjinvolvedwomen.org/resources/

Office of Justice Programs’ (OJP) Crime Solutions: https://www.crimesolutions.gov/

Substance Abuse and Mental Health Services Administration’s (SAMHSA) National Registry of Evidence-Based Programs and Practices (NREPP): http://nrepp.samhsa.gov/01_landing.aspx


Washington State Institute for Public Policy: http://www.wsipp.wa.gov/

Women’s Risk and Need Assessment: http://www.uc.edu/womenoffenders.html